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a b s t r a c t

Motivated by lateral vibration suppression of a mining cable elevator, which is a load-moving cable
system, where the load moves along a viscoelastic guideway whose stiffness and damping coefficients
are unknown, we present event-triggered adaptive output-feedback boundary control design of a
hyperbolic PDE–ODE coupled system using the measurements at the PDE actuated boundary and the
ODE, where the PDE subsystem is a class of 2 × 2 coupled hyperbolic PDEs with spatially-varying
coefficients and on a time-varying domain, and a high uncertainty exist in the system matrix of
the ODE subsystem at the uncontrolled boundary of the PDE. A continuous-in-time observer-based
adaptive backstepping control law is designed where the control gains can be self-tuned to adjust
the system matrix of the ODE into a given target system matrix, based on which an observer-based
dynamic event-triggering mechanism is built and the existence of a minimal dwell-time is proved. The
asymptotic stability of the overall adaptive event-based output-feedback closed-loop system is proved
via Lyapunov analysis. In numerical simulation, the performance of the proposed controller is verified
in lateral vibration suppression of a mining cable elevator.

© 2021 Elsevier Ltd. All rights reserved.
1. Introduction

1.1. Background

A load-moving cable system represents the prominent char-
cteristic of a mining cable elevator which is used to transport
cage loaded with the minerals and miners between thousands
f meters underground and the surface via cables (Kaczmarczyk
Ostachowicz, 2003). The undesirable mechanical vibrations are
ften caused in the high-speed moving, because of the stretching
nd contracting abilities of cables (Wang, Koga, Pi, & Krstic, 2018).
t would not only increase the risk of cable fracture but also
ause discomfort or injury to miners. Active vibration control
s one economic way to suppress the vibrations because the
ain structure of the cable mining elevator does not need to be
hanged.
Cable is one of the typical flexible mechanical structures

hich are described by distributed parameter systems. Some
DE boundary control strategies have been proposed to suppress
he vibrations in the flexible structures via boundary actuation.
n iterative learning control scheme was proposed for some
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flexible structures under spatiotemporally varying disturbances
in He, Meng, He, and Ge (2018). Boundary control to dampen the
oscillations of a disturbed flexible string system was proposed
in Zhao, Ahn, and Li (2019). A boundary control strategy was
designed to suppress the bending and twisting vibrations of the
rigid–flexible wing system in He, Wang, He, Yang, and Kaynak
(2020). Two boundary controllers were designed to restrain the
vibrations of a floating wind turbine connected with two flexible
mooring lines in He, Xiang, He, and Li (2020). A boundary control
law was presented to dampen the vibrations of a flexible hose
used for aerial refueling in Liu, He, Zhao, Ahn, and Li (2020). Ro-
bust adaptive vibration control of uncertain spatial flexible riser
systems with dead zone compensation was designed in Zhao,
Ahn, and Li (2020).

The vibration dynamics of the cable is originally described by a
second-order hyperbolic PDE, which can be converted into a class
of coupled transport PDEs (Auriol, Aarsnes, Martin, & Di Meglio,
2018; Coron, Vazquez, Krstic, & Bastin, 2013; Deutscher, 2017a,
2017b; Hu, Di Meglio, Vazquez, & Krstic, 2016; Vazquez, Krstic, &
Coron, 2011) in Riemann coordinates (Wang, Pi, & Krstic, 2018).
For the load-moving cable system, the dynamics are modeled
by time-varying-domain coupled transport PDEs coupled with
an ODE at the uncontrolled boundary, where the PDE describes
the vibration dynamics of the cable of time-varying length and
the ODE models the lumped parameter dynamics of the payload
(cage), and the coupling between the PDE and the ODE is related
to the kinematics and dynamics relationship between the cable
and payload. Based on such a distributed parameter system,

https://doi.org/10.1016/j.automatica.2021.109637
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oundary control strategy was proposed to suppress the axial vi-
rations of a mining cable elevator in Wang, Pi, and Krstic (2018).
or the lateral vibrations in the mining cable elevator, a different
xcitation source is interaction between the cage and the flexible
uides (Wang, Pi, Hu, & Gong, 2017). The elastic support of
lexible guides was approximate as a spring–damping system,
.e., a viscoelastic guide, in Terumichi, Ohtsuka, and Yoshizawa
1997) and Zhu and Xu (2003), where the equivalent stiffness and
amping coefficients are difficult to be known exactly. It leads to
ncertainties existing in the parameters of the system matrix of
he ODE describing the cage dynamics.

.2. Adaptive boundary control of coupled hyperbolic PDEs

Adaptive strategies are widely used in control of various types
f PDEs with unknown system parameters, including the con-
idered coupled hyperbolic PDEs. In Anfinsen and Aamo (2017)
n adaptive boundary control design of coupled hyperbolic PDEs
ith uncertain boundary and spatially-varying in-domain coeffi-
ients was presented. In Anfinsen and Aamo (2018), two adaptive
oundary controllers of coupled hyperbolic PDEs with unknown
n-domain and boundary parameters were proposed using identi-
ier and swapping design respectively. Adaptive boundary control
f a hyperbolic PDE–ODE coupled system, where the unknown
arameters exist in the ODE, was considered in Wang, Tang, and
rstic (2020a, 2020b). It is worth reminding that in vibration
ontrol of a compliant mechanism whose first-order nature fre-
uency is low, such as the cable system, the transient of adaptive
earning in the control input may arouse undesired vibrations,
ven resonance.

.3. Sampling scheme in PDE control

A new adaptive estimation with sampling update instants
onsisting of a least-square identifier and regulation triggers is
roposed for parabolic PDEs (Karafyllis, Krstic, & Chrysafi, 2019),
eveloped from ODE cases (Karafyllis, Kontorinaki, & Krstic, 2019;
arafyllis & Krstic, 2018b). It has advantages of guaranteeing
xponential convergence of the state to zero, finite-time conver-
ence of the estimate to the true value, and allowing using the
ertainty-equivalence approach. The resulting adaptive certainty-
quivalence controller consists of sampling adaptive estimates
nd continuous plant states, i.e., the triggers only staying in the
daptive update law. Even though it can release the adaptive
earning transient problem mentioned above, the use of the con-
inuous states, i.e., vibration states of the cable, in the control law
akes it unsuitable for the mining cable elevator, because the
ydraulic actuator (head sheaves and hydraulic cylinders) in the
levator is massive and barely keeps up with the control law with
igh-frequency vibration states.
Some sampling schemes applied in the control input are po-

ential solutions to the above problem. Designs of sampled-data
ontrol inputs of parabolic PDEs were presented in Fridman and
lighovsky (2012), Karafyllis and Krstic (2018a), and those of
yperbolic PDEs were proposed in Davo, Bresch-Pietri, Prieur, and
i Meglio (2018) and Karafyllis and Krstic (2017). Compared with
he periodic sampled-data control which may generate unnec-
ssary actions of the massive actuator, event-triggered control,
here the input of the massive actuator is only changed at the
ecessary times which are determined by an event-triggering
echanism of evaluating the operation of the elevator, is more

easible for the mining cable elevator, from the point of view of
nergy saving.
Most of current designs of event-triggering mechanisms

ETMs) are for ODE systems, such as Girard (2015), Marchand, Du-

and, and Castellanos (2013), Seuret, Prieur, and Marchand (2014)

2

and Tabuada (2007). There are few studies about event-based
control of PDE systems. Selivanov and Fridman (2016) and Yao
and El-Farra (2013) proposed event-triggered control schemes
for distributed (in-domain) control of PDEs. For the boundary
control of PDEs, an event-triggered control law was originally
proposed in Espitia, Girard, Marchand, and Prieur (2016a, 2016b)
for hyperbolic PDEs with dissipativity boundary conditions. After-
wards, event-triggered boundary control of a reaction–diffusion
PDE was also proposed in Espitia, Karafyllis, and Krstic (2021). A
state-feedback event-based boundary controller of 2 × 2 coupled
linear hyperbolic PDEs was first proposed in Espitia, Girard, Marc-
hand, and Prieur (2018), and the observer-based event-triggered
boundary control of 2 × 2 coupled linear hyperbolic PDEs was in
further developed in Espitia (2020). An event-triggered boundary
control of 2 × 2 coupled hyperbolic PDEs sandwiched by two
ODEs was proposed in Wang and Krstic (2021). However the
above-mentioned results focus on a fixed-domain PDE with con-
stant and completely known parameters, which is not suitable for
the problem considered in this paper, especially the time-varying
property of the PDE domain and the potential learning transition
under the unknown parameters need to be in further considered
in the event-based control system design.

1.4. Contributions

• Compared with Anfinsen and Aamo (2017), Anfinsen and
Aamo (2018) and Anfinsen and Aamo (2019) about adaptive
control of coupled hyperbolic PDEs in the continuous-in-
time form, this paper proposes an event-triggered version
of adaptive control of this kind of PDE system.

• As compared to Espitia (2020), Espitia et al. (2018) and
Wang and Krstic (2021) which designed event-triggered
backstepping control for 2 × 2 hyperbolic PDEs on a fixed-
domain PDE with constant and completely known plant pa-
rameters, the time-varying domain and the spatially-varying
coefficients in the 2 × 2 hyperbolic PDEs, and the highly
uncertain ODE coupled at the uncontrolled PDE boundary,
make the control design in this paper more challenging.

• This is the first result about adaptive event-triggered back-
stepping boundary control of coupled hyperbolic PDEs, with
application into lateral vibration control of a mining ca-
ble elevator moving along viscoelastic guideways whose
stiffness and damping coefficients are unknown.

1.5. Organization

The rest of the paper is organized as follows. The problem
formulation is shown in Section 2. An observer is designed to
estimate the PDE states in Section 3. The design of an observer-
based adaptive backstepping controller is presented in Section 4.
An observer-based event-triggering mechanism and the proof of
the existence of a minimal dwell-time are presented in Section 5.
The stability of the resulting adaptive event-based closed-loop
control system is proved in Section 6. Simulation test in a mining
cable elevator model is conducted in Section 7. The conclusion
and future work are presented in Section 8.

Notation. Throughout this paper, the partial derivatives and total
derivatives are denoted as: fx(x, t) =

∂ f
∂x (x, t), ft (x, t) =

∂ f
∂t (x, t),

f ′(x) =
df (x)
dx , ḟ (t) =

df (t)
dt .
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. Problem formulation

The load-moving cable is originally modeled by a wave PDE–
DE system on a time-varying domain (Wang, Koga, et al., 2018;
ang, Tang, Pi, & Krstic, 2018), which can be rewritten as a 2 × 2

oupled transport PDE–ODE system on a time-varying domain in
he Riemann coordinates (Wang, Pi, & Krstic, 2018). Our control
esign is based on a general 2 × 2 coupled transport PDE–ODE
ystem with spatially-varying coefficients and on a time-varying
omain, and the application into vibration control of a mining
able elevator, which is a representative of the load-moving ca-
le system, will be conducted in Section 7, where the physical
eanings of the considered PDE plant will be presented.
The general plant considered in this paper is

Ẋ(t) = AX(t) + Bw(0, t), (1)

z(0, t) = CX(t) + p1w(0, t), (2)

zt (x, t) = −q1(x)zx(x, t) + c1(x)z(x, t) + c2(x)w(x, t), (3)

wt (x, t) = q2(x)wx(x, t) + c3(x)z(x, t) + c4(x)w(x, t), (4)

w(l(t), t) = U(t), (5)

with x ∈ [0, l(t)], t ∈ [0,∞). The vector X(t) ∈ Rn is an ODE
state and the scalars z(x, t), w(x, t) are PDE states. Eq. (5) is the
boundary condition with control input U(t) to be designed, which
represents the boundary control force for vibration suppression in
a load-moving cable system. There always exists another control
input for moving regulation in the load-moving cable system,
which is not the design task in this paper, and the proximal
reflection term arising from converting the wave PDE to the
2 × 2 coupled transport PDE is considered as compensated by this
motion regulation control input. For the example of the mining
cable elevator in the simulation, the proximal reflection term
z(l(t), t) is compensated by the motion regulation control force
at the drum (see Figure 1 (a) in Wang, Koga, et al. (2018)), and
the control design in this paper acts as a vibration control force
applied at the head sheave.

Spatially-varying transport speeds q1(x), q2(x) ∈ C1 are posi-
tive and c1(x), c2(x), c3(x), c4(x) ∈ C0 are arbitrary. The constant p1
is nonzero. The matrix C ∈ R1×n is arbitrary. The input matrix B ∈

Rn×1 and the system matrix A ∈ Rn×n with unknown parameters
satisfy the following assumptions.

Assumption 1. The matrices A, B are in the form of

A =

⎛⎜⎜⎜⎜⎝
0 1 0 0 · · · 0
0 0 1 0 · · · 0

...

0 0 0 0 · · · 1
g1 g2 g3 · · · gn−1 gn

⎞⎟⎟⎟⎟⎠ , B =

⎛⎜⎜⎜⎝
0
0
0
0
hn

⎞⎟⎟⎟⎠ (6)

where the constants g1, g2, g3, . . ., gn−1, gn are unknown and
arbitrary, and their lower and upper bounds are known and
arbitrary. The constant hn is nonzero and known.

Assumption 1 indicates that the ODE is in the controllable
form, which covers many practical models, including the payload
dynamics in the load-moving cable systems.

Choose a target Hurwitz matrix

Am =

⎛⎜⎜⎜⎜⎝
0 1 0 0 · · · 0
0 0 1 0 · · · 0

...

0 0 0 0 · · · 1
ḡ1 ḡ2 ḡ3 · · · ḡn−1 ḡn

⎞⎟⎟⎟⎟⎠ (7)

where the coefficients ḡ1, ḡ2, ḡ3, . . ., ḡn−1, ḡn are determined by
the user according to the desired performance for the specific
application.
3

According to Assumption 1 and (7), we know that there exists
a unique, though unknown, row vector

K1×n = [k1, . . . , kn] (8)

such that

Am = A + BK (9)

and

ḡi = gi + hnki, i = 1, 2, . . . , n. (10)

By virtue of (10), while the ki’s are unknown, the lower and upper
bounds on the ki’s, i.e., [ki, k̄i], i = 1, 2, . . . , n are known because
the lower and upper bounds of the system matrix coefficients gi’s
re known in Assumption 1, and the target matrix coefficients ḡi’s
re chosen by the user.
The time-varying domain, i.e., the moving boundary l(t) is

nder the following two assumptions.

ssumption 2. The function l(t) is uniformly bounded, i.e., 0 <
(t) ≤ L, ∀t ≥ 0, where L is a positive constant.

ssumption 3. The function l̇(t) is bounded as

l̇(t)
⏐⏐ ≤ vm < min

0≤x≤L
{q1(x), q2(x)}, (11)

here vm is the maximum velocity of the moving boundary.

The limit of the speed of the moving boundary in Assump-
ion 3 is to ensure the well-posedness of the plant (1)–(5) ac-
ording to Gugat (2007a, 2007b).
The complete set of the plant parameters is given by

p = {p1, q1, q2, c1, c2, c3, c4, A, B, L, vm}, (12)

here x is omitted for conciseness.

. Observer

To estimate the PDE states z(x, t), w(x, t), which usually can-
ot be fully measured in practice but are employed in the con-
roller, an observer using the measurements X(t), z(l(t), t) is
ormulated as

Ẋ(t) =AX(t) + Bŵ(0, t) + Bw̃(0, t), (13)

ẑ(0, t) =CX(t) + p1ŵ(0, t), (14)
ẑt (x, t) = − q1(x)ẑx(x, t) + c1(x)ẑ(x, t) + c2(x)ŵ(x, t)

+ Ψ2(x, l(t))(z(l(t), t) − ẑ(l(t), t)), (15)
ŵt (x, t) =q2(x)ŵx(x, t) + c3(x)ẑ(x, t) + c4(x)ŵ(x, t)

+ Ψ3(x, l(t))(z(l(t), t) − ẑ(l(t), t)), (16)

ˆ (l(t), t) =U(t), (17)

here (13) is exactly the ODE (1) with w(0, t) = ŵ(0, t)+w̃(0, t),
providing the measured signal X(t) into (14). It should be noted
that (13) is not computed online as a part of the observer. The
observer gains Ψ2(x, l(t)), Ψ3(x, l(t)) are to be determined. As we
indicate, because the ODE state X is available, the observer (14)–
(17) is only to estimate the PDE states. Let us denote the observer
error states as

(z̃(x, t), w̃(x, t)) = (z(x, t), w(x, t)) − (ẑ(x, t), ŵ(x, t)). (18)

According to (2)–(5) and (14)–(17), the observer error system is
obtained as

z̃(0, t) = p1w̃(0, t), (19)
z̃t (x, t) = −q1(x)z̃x(x, t) + c1(x)z̃(x, t) + c2(x)w̃(x, t)

˜
− Ψ2(x, l(t))z(l(t), t), (20)
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w̃t (x, t) = q2(x)w̃x(x, t) + c3(x)z̃(x, t) + c4(x)w̃(x, t)

− Ψ3(x, l(t))z̃(l(t), t), (21)

w̃(l(t), t) = 0. (22)

The observer gains Ψ2(x, l(t)), Ψ3(x, l(t)) are to be designed to
ensure convergence to zero of the observer errors defined in (18).
Next, we postulate the backstepping transformation

z̃(x, t) =α̃(x, t) −

∫ l(t)

x
φ̄(x, y)α̃(y, t)dy

−

∫ l(t)

x
φ̌(x, y)β̃(y, t)dy, (23)

w̃(x, t) =β̃(x, t) −

∫ l(t)

x
ψ̄(x, y)α̃(y, t)dy

−

∫ l(t)

x
ψ̌(x, y)β̃(y, t)dy (24)

to convert the original observer error system (19)–(22) to the
following target observer error system:

α̃(0, t) = p1β̃(0, t), (25)

α̃t (x, t) = −q1(x)α̃x(x, t) + c1(x)α̃(x, t), (26)

β̃t (x, t) = q2(x)β̃x(x, t) + c4(x)β̃(x, t), (27)

β̃(l(t), t) = 0. (28)

Even though the integration interval [0, l(t)] is time-varying, the
kernels in (23), (24) need not include the argument l(t) because
the extra terms in which l(t), l̇(t) appear in the course of calcu-
lating the kernel conditions will be ‘‘absorbed’’ by the observer
gains Ψ2(x, l(t)), Ψ3(x, l(t)). By matching (19)–(22) and (25)–(28)
via (23), (24), we obtain PDE conditions on the kernels φ̄(x, y),
φ̌(x, y), ψ̄(x, y), ψ̌(x, y), as follows,

ψ̄(x, x) =
−c3(x)

q1(x) + q2(x)
, φ̄(0, y) = p1ψ̄(0, y), (29)

− q1(y)ψ̄y(x, y) + q2(x)ψ̄x(x, y)

+ c3(x)φ̄(x, y) + (c4(x) − c1(y) − q1′(y))ψ̄(x, y) = 0, (30)
− q1(x)φ̄x(x, y) − q1(y)φ̄y(x, y)

+ (c1(x) − c1(y) − q1′(y))φ̄(x, y) + c2(x)ψ̄(x, y) = 0, (31)

q2(y)φ̌y(x, y) − q1(x)φ̌x(x, y)

+ (c1(x) − c4(y) + q2′(y))φ̌(x, y) + c2(x)ψ̌(x, y) = 0, (32)

q2(x)ψ̌x(x, y) + q2(y)ψ̌y(x, y) + c3(x)φ̌(x, y)

+ (c4(x) − c4(y) + q2′(y))ψ̌(x, y) = 0, (33)

ψ̌(0, y) =
1
p1
φ̌(0, y), φ̌(x, x) =

c2(x)
q1(x) + q2(x)

. (34)

he equation set (29)–(34) is well-posed because they belong to a
eneral class of kernel equations whose well-posedness is proved
n Theorem 3.2 of Di Meglio, Bribiesca, Hu, and Krstic (2018). Then
he observer gains are then deduced as

2(x, l(t)) = l̇(t)φ̄(x, l(t)) − q1(l(t))φ̄(x, l(t)), (35)

3(x, l(t)) = l̇(t)ψ̄(x, l(t)) − q1(l(t))ψ̄(x, l(t)). (36)

Lemma 1. For the observer error system (19)–(22), the state esti-
mation errors z̃(x, t), w̃(x, t) become zero after tf =

L
min0≤x≤L{q1(x)}

+

L
min0≤x≤L{q2(x)}

.

Proof. According to the target observer error system (25)–(28)
and the result in Hu et al. (2016), we know that α̃(x, t), β̃(x, t)
 q

4

ecome zero after the finite time tf . Applying the Cauchy–
chwarz inequality into (23), (24), the proof of this lemma is
omplete. ■

The finite time in which Lemma 1 establishes that the observer
rrors vanish is only dependent on the plant parameters and not
n the controller parameters. In the next section, we first design a
ontinuous-in-time adaptive control law to stabilize the coupled
ransport PDEs coupled with a highly uncertain ODE at the uncon-
rolled boundary. Then we design an event-triggering mechanism,
hich uses the signals from the observer and includes an internal
ynamic variable and which produces triggering times based on
valuating the size of the deviation of the control input applied
ver the interval between the triggers from the continuous-in-
ime control signal. The combined continuous-in-time adaptive
ontroller and the event-triggering mechanism constitute the
daptive event-triggered boundary controller.

. Adaptive continuous-in-time control design

In this section, we conduct a state-feedback control backstep-
ing design, with the intent of feeding into this full-state designs
he observer states from the observer in the previous section. In
ther words, in this section we design an observer-based output-
eedback controller which we then make adaptive. The output
rror injections z̃(l(t), t), w̃(0, t) in the observer are regarded as

zero in the state-feedback design, and then the separation princi-
ple, which is verified by the fact that the stability of the observer
error system is independent of the control design according to
Lemma 1, is applied in the stability analysis of the resulting
closed-loop system.

4.1. Backstepping

Two transformations are used to convert (13)–(17) to a target
system, with purposes of removing the couplings in the PDE
domain and making the ODE system matrix Hurwitz.
(a) The first transformation to decouple PDEs

We postulate the backstepping transformation

α̂(x, t) = ẑ(x, t) −

∫ x

0
J(x, y)ẑ(y, t)dy −

∫ x

0
G(x, y)ŵ(y, t)dy, (37)

β̂(x, t) = ŵ(x, t) −

∫ x

0
F (x, y)ẑ(y, t)dy −

∫ x

0
N(x, y)ŵ(y, t)dy,

(38)

to convert (13)–(17) to the following system

Ẋ(t) = AX(t) + Bβ̂(0, t), (39)

α̂(0, t) = CX(t) + p1β̂(0, t), (40)

α̂t (x, t) = −q1(x)α̂x(x, t) + c1(x)α̂(x, t) − J(x, 0)q1(0)CX(t), (41)

β̂t (x, t) = q2(x)β̂x(x, t) + c4(x)β̂(x, t) − F (x, 0)q1(0)CX(t), (42)

β̂(l(t), t) = U(t) −

∫ l(t)

0
F (l(t), y)ẑ(y, t)dy

−

∫ l(t)

0
N(l(t), y)ŵ(y, t)dy. (43)

By matching (39)–(43) with (13)–(17) via (37), (38), we obtain the
conditions of the kernels J(x, y)G(x, y)F (x, y)N(x, y), as follows,

G(x, x) =
c2(x)

q1(x) + q2(x)
, J(x, 0) = G(x, 0)

q2(0)
q1(0)p1

, (44)

q2(y)Gy(x, y) − q1(x)Gx(x, y)

− c2(y)J(x, y) + (c1(x) − c4(y) + q2′(y))G(x, y) = 0, (45)
(y)J (x, y) + q (x)J (x, y)
1 y 1 x
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+ c3(y)G(x, y) + (c1(y) − c1(x) + q1′(y))J(x, y) = 0, (46)

F (x, x) =
−c3(x)

q1(x) + q2(x)
,N(x, 0) = F (x, 0)

q1(0)p1
q2(0)

, (47)

2(y)Ny(x, y) + q2(x)Nx(x, y)

− c2(y)F (x, y) + (c4(x) − c4(y) + q2′(y))N(x, y) = 0, (48)
q1(y)Fy(x, y) − q2(x)Fx(x, y)

+ c3(y)N(x, y) + (c1(y) − c4(x) + q1′(y))F (x, y) = 0, (49)

which is a special case of (60)–(73) in Wang and Krstic (2020)
where (61) and (68) in Wang and Krstic (2020) hold naturally
here because the PDE states are scalar in this paper. Please refer
to Lemma 1 in Wang and Krstic (2020) for the well-posedness of
(44)–(49).
(b) The second transformation to form a stable ODE

We postulate the backstepping transformation

η̂(x, t) = β̂(x, t) −

∫ x

0
N̂(x, y; K̂ (t))β̂(y, t)dy − D(x; K̂ (t))X(t) (50)

where K̂ (t) ∈ R1×n is the estimate of the ideal control gains and
will be shown later. The conditions on the kernels N̂(x, y; K̂ (t)),
D(x; K̂ (t)) are to be determined next. The inverse transformation
is postulated as

β̂(x, t) = η̂(x, t)−
∫ x

0
N̂I (x, y; K̂ (t))η̂(y, t)dy−DI (x; K̂ (t))X(t) (51)

where N̂I (x, y; K̂ (t)),DI (x; K̂ (t)) are kernels which can be deter-
mined after the determination of N̂(x, y; K̂ (t)),D(x; K̂ (t)).

Through the transformation (50), we convert (39)–(43) into
the following target system:

Ẋ(t) =AmX(t) − BK̃ (t)X(t) + Bη̂(0, t), (52)

α̂(0, t) =(C + p1D(0; K̂ (t)))X(t) + p1η̂(0, t), (53)
α̂t (x, t) = − q1(x)α̂x(x, t) + c1(x)α̂(x, t) − J(x, 0)q1(0)CX(t),

(54)

η̂t (x, t) =q2(x)η̂x(x, t) + c4(x)η̂(x, t) −
˙̂K (t)R(x, t)

+

(
D(x; K̂ (t))BK̃ (t) −

˙̂K (t)DK̂ (t)(x; K̂ (t))
)
X(t), (55)

η̂(l(t), t) =0, (56)

where

K̃ (t) = K − K̂ (t), (57)

and where

R(x, t) =

∫ x

0
N̂K̂ (t)(x, y; K̂ (t))β̂(y, t)dy

=

∫ x

0
N̂K̂ (t)(x, y; K̂ (t))

[
η̂(y, t) −

∫ y

0
N̂I (y, σ ; K̂ (t))η̂(σ , t)dσ

− DI (y; K̂ (t))X(t)
]
dy. (58)

The partial derivatives appearing in (55)–(58), respectively, are
DK̂ (t)(x; K̂ (t)) =

∂D(x;K̂ (t))
∂K̂ (t)

and N̂K̂ (t)(x, y; K̂ (t)) =
∂N̂(x,y;K̂ (t))

∂K̂ (t)
. By

atching (39)–(43) and (52)–(56) via (50), the conditions of the
ernels N(x, y; K̂ (t)), D(x; K̂ (t)) in (50) are determined as

(0; K̂ (t)) = K̂ (t), (59)

− q2(x)D′(x; K̂ (t)) + D(x; K̂ (t))(Am − c4(x) − BK̂ (t))

+ F (x, 0)q1(0)C −

∫ x

0
N̂(x, y; K̂ (t))F (y, 0)q1(0)Cdy = 0, (60)

(y)N̂ (x, y; K̂ (t))
2 y

5

+ q2(x)N̂x(x, y; K̂ (t)) + q2′(y)N̂(x, y; K̂ (t)) = 0, (61)

2(0)N̂(x, 0; K̂ (t)) = D(x; K̂ (t))B. (62)

he equation set (59)–(62) is a transport PDE–ODE coupled sys-
em consisting of the transport PDE (61) with the boundary
ondition (62) on {(x, y)|0 ≤ y ≤ x ≤ l(t)} and the ODE (60) with
he initial value (59) on {0 ≤ x ≤ l(t)}. It should be noted that
ˆ (t) is a parameter rather than a variable in the transport PDE
(61), (62) with respect to the independent variables x, y and in
the ODE (59), (60) with respect to the independent variable x. In
the study of well-posedness of (59)–(62), the transport PDE state
N̂(x, y; K̂ (t)) can be represented by its boundary value D(x; K̂ (t))B.
Substituting the result into ODE (60) to replace N̂(x, y; K̂ (t)), the
unique and continuous solution of the first-order ODE D̂(x; K̂ (t))
(60) can be obtained. Then the unique and continuous solution
of the transport PDE N̂(x, y; K̂ (t)) in (61), (62) is obtained be-
cause of the well-defined and continuous input signal in (62).
Following Section 2.4 in Wang, Krstic, and Pi (2018), the kernels
N̂I (x, y; K̂ (t)),DI (x; K̂ (t)) in the inverse transformation can then
be determined.

4.2. Adaptive update laws

The objective in this section is to build adaptive update laws
to obtain self-tuning of the control gains K̂ (t) = [k̂1(t), . . . , k̂n(t)],
where normalization and projection operators are used to guar-
antee boundedness, as is typical in adaptive control designs. The
adaptive update law K̂ (t) = [k̂1, . . . , k̂n] is of the form

˙̂ki(t) = Proj[ki,k̄i]
(
τi(t), k̂i(t)

)
. (63)

hile projection is applicable for arbitrary convex sets, the set
ithin which the control gain vector K should reside in a hyper-

rectangle or, as is colloquially said, the estimate K̂ (t) should be
aintained within box constraints. Given the hyperrectangular
et for the feedback gains, for any m ≤ M and any r, p, Proj[m,M]

s defined as the operator given by

roj[m,M] (r, p) =

{ 0, if p = m and r < 0,
0, if p = M and r > 0,
r, else.

o, the projection operator is to keep the scalar components of
arameter estimate vector K̂ (t) = [k̂1, . . . , k̂n] bounded within
he interval [ki, k̄i]. The bounds ki and k̄i are determined from the
bounds on the unknown parameters in A using Assumption 1,
as well as (7) and (10). We choose the parameter update rate
functions τi in (63) as

[τ1(t), . . . , τn(t)]T =
Γc

1 +Ω(t) − µmmd(t)

[
−2X(t)BTPX(t)

+ ra

∫ l(t)

0
eδxη̂(x, t)X(t)BTD(x; K̂ (t))Tdx

]
, (64)

here md(t) < 0, a dynamic variable in the event-triggering
echanism, will be defined in next section, and the adaptation
ain matrix is

c = diag{γc1, . . . , γcn}, (65)

nd where Ω(t) is defined as

(t) =X(t)TPX(t) +
1
2
ra

∫ l(t)

0
eδxη̂(x, t)2dx

+
1
2
rb

∫ l(t)

0
e−δxα̂(x, t)2dx. (66)
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he determination of the positive constants δ, ra and rb will be
hown in the next section. The matrix P = PT > 0 is the unique
olution to the Lyapunov equation

Am + AT
mP = −Q (67)

or some Q = Q T > 0. It should be noted that P is known since Am
s known (chosen by the user). We introduce the normalization
(t) + 1 in the denominator in (64) in order to keep the rate
f change of the parameter estimate ˙̂K (t) bounded, which will
e used in estimating a minimal dwell-time in ETM and the
tability analysis of the closed-loop system. The functions η̂(x, t)
nd α̂(x, t) in (64)–(66) can be represented by the observer states
hrough (37), (38), (50). The complete set of positive design
arameters in the parameter update law is defined as

a = {Γc, δ, ra, rb, µm}. (68)

he update law designs in this section will be chosen with the
elp of a Lyapunov analysis in Section 6.

.3. Continuous-in-time control law

The continuous-in-time adaptive backstepping control law is
erived in this section. For (56) to hold, using (43), recalling (38),
50), we get

(t) =

∫ l(t)

0
M̄(l(t), x; K̂ (t))ẑ(x, t)dx + D(l(t); K̂ (t))X(t)

+

∫ l(t)

0
N̄(l(t), x; K̂ (t))ŵ(x, t)dx (69)

where M̄(l(t), x; K̂ (t)), N̄(l(t), x; K̂ (t)) are

M̄(l(t), x; K̂ (t)) =F (l(t), x) −

∫ l(t)

x
N̂(l(t), y; K̂ (t))F (y, x)dy, (70)

N̄(l(t), x; K̂ (t)) =N(l(t), x) + N̂(l(t), x; K̂ (t))

−

∫ l(t)

x
N̂(l(t), y; K̂ (t))N(y, x)dy. (71)

In the output-feedback adaptive backstepping control law (69),
the states ŵ(x, t), ẑ(x, t) are from the observer (14)–(17). The
kernels J, F ,G,N , N̂,D are derived from the backstepping process
in this section. The state X(t) is the measurement. The row vector
K̂ (t) is the adaptive estimate defined in (63), (64).

5. Event-triggering mechanism

In this section, we introduce an observer-based event-
triggered control scheme for stabilization of plant (1)–(5). It relies
on both the continuous-in-time adaptive control signal U(t) in
(69) and a dynamic event-triggering mechanism (ETM) which
determines triggering times tk (integer k ≥ 0 and t0 = 0) when
the control signal is updated, and between updates the control
signal is held constant in a zero-order-hold (ZOH) fashion. In
other words, the event-triggered control signal Ud(t) is the frozen
value of the continuous-in-time one U(t) at the time instants tk,
i.e.,

Ud(t) = U(tk), t ∈ [tk, tk+1). (72)

Inserting Ud(t) into (17), we obtain

ŵ(l(t), t) = Ud(t). (73)

A deviation d(t) between the continuous-in-time adaptive control
signal and the event-based control signal is given as

d(t) = U(t) − U (t). (74)
d

6

Then (73) can be written as

ŵ(l(t), t) = U(t) − d(t). (75)

Recalling the backstepping transformations and designs of U(t)
in Section 4, the target system becomes (52)–(55) with the right
boundary condition

η̂(l(t), t) = −d(t). (76)

The ETM to determine the triggering times of Ud is designed, as
in Espitia et al. (2018), using the dynamic triggering condition

tk+1 = inf{t ∈ R+
|t > tk|d(t)2 ≥ θΦ(t) − md(t)}, (77)

where the internal dynamic variable md(t) satisfies the ordinary
differential equation

ṁd(t) = − ηmd(t) + λdd(t)2 − σΦ(t) − κ1α̂(l(t), t)2

− κ2η̂(0, t)2 − κ3α̂(0, t)2 (78)

whose initial condition md(0) should be chosen negative, and
which is driven by the norm

Φ(t) = |X(t)|2 + ∥η̂(·, t)∥2
+ ∥α̂(·, t)∥2. (79)

The signals in (79) can be replaced by the observer states via
(37), (38), (50). The complete set of event-triggering mechanism
parameters is as

ζe = {θ, η, λd, σ , κ1, κ2, κ3}. (80)

These positive parameters are to be determined later.
The reason for introducing an internal dynamic variable md(t)

into the event-triggering condition (77) is that the changing rate
ḋ(t) of the deviation between U(t) and Ud(t), up on which the
dwell-time relies, includes as the last three terms in (78), the
boundary states α̂(l(t), t) η̂(0, t), α̂(0, t), whose integration should
be incorporated into the event-triggering condition (77) to avoid
the Zeno phenomenon. The internal dynamic variable md(t) is
kept negative by the choice of θ . The explanation in this para-
graph formalized through the following three lemmas.

Lemma 2. For d(t) defined in (74), there exists a positive con-
stant λa dependent only on the plant parameters ζp and the design
parameters ḡi’s in Am in (7), such that

ḋ(t)2 ≤λa(ζp, ḡi)
(
d(t)2 + α̂(l(t), t)2 + η̂(0, t)2 + α̂(0, t)2

+ m3(ζp, ζa, ḡi)∥α̂(·, t)∥2
+ m3(ζp, ζa, ḡi)∥η̂(·, t)∥2

+ m3(ζp, ζa, ḡi)|X(t)|2
)

(81)

for t ∈ (tk, tk+1), where m3 is a positive constant dependent only
on the plant parameters ζp, the adaptive law parameters ζa, and the
design parameters ḡi’s in Am.

Proof. The proof is shown in Appendix A. ■

In the proof of Lemma 2 and the following text in this paper,
a constant followed by (·) denotes a constant that depends only
on the parameters in the parentheses. For conciseness, after the
first appearance of the constant, (·) will be omitted when it is
unnecessary.

Lemma 3. Choosing

θ ≤
σ

λd
, (82)

for the internal dynamic variable md(t) defined in (78), it holds that
md(t) < 0.
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roof. The proof is shown in Appendix B. ■

emma 4. For some κ1, κ2, κ3, there exists a minimal dwell-time
etween two triggering times, which is equal to or greater than a
ositive constant Tmin, which depends only on the parameters of the

plant and the choices of the design parameters.

Proof. Introduce a function ψ(t)

ψ(t) =
d(t)2 +

1
2md(t)

θΦ(t) −
1
2md(t)

(83)

hich is proposed in Espitia et al. (2018). We have ψ(tk+1) = 1
because the event condition in (77) is triggered, and ψ(tk) < 0
because of md(t) < 0 (Lemma 3) and d(tk) = 0. The function
ψ(t) is continuous on [tk, tk+1] due to the continuity and well-
posedness of this class of 2 × 2 hyperbolic PDE–ODE system
according to Di Meglio et al. (2018). By the intermediate value
theorem, there exists t∗ > tk such that ψ(t) ∈ [0, 1] when t ∈

[t∗, tk+1]. The minimal Tmin can be found as the minimal time it
takes for ψ(t) from 0 to 1, i.e., the reciprocal of the absolute value
of the maximum changing rate of ψ(t). Taking the derivative of
(83), recalling Lemma 2, (78), (79), choosing

κ1 ≥ max{2λa(ζp, ḡi), 2θλp(ζp)}, (84)

κ2 ≥ max{2λa(ζp, ḡi), 2θλp(ζp)}, (85)

κ3 ≥ max{2λa(ζp, ḡi), 2θλp(ζp)}, (86)

for some positve λp given in Appendix C, through a calculation
process shown in Appendix C, we get

ψ̇(t) ≤ n1ψ(t)2 + n2ψ(t) + n3 (87)

with positive constants

n1 =
1
2
λd + θλp(ζp), (88)

2 = 1 + λa(ζp, ḡi) + λd + θλp(ζp) + η

+ f1(σ ,µ0(ζp, ζa, ḡi), θ ), (89)

3 = 1 +
1
2
λd + λa(ζp, ḡi) +

λa(ζp, ḡi)m3(ζp, ζa, ḡi)
θ

+ η, (90)

here the positive µ0 only depends on the plant parameters,
daptive law parameters, and design parameters ḡi’s, and where

1 =

{
µ0(ζp, ζa, ḡi) −

1
2θ σ , if σ < 2θµ0(ζp, ζa, ḡi),
0, if σ ≥ 2θµ0(ζp, ζa, ḡi). µ

7

hen, it follows that the least time needed by ψ(t) to go from 0
o 1 is

min =
1

n1 + n2 + n3
> 0,

ecause the maximum changing rate ψ̇(t) is n1 + n2 + n3 for
(t) ∈ [0, 1] according to (87). The proof of this lemma is
omplete. ■

. Stability analysis of the closed-loop system

The expression of the final adaptive event-triggered control
aw Ud is

d(t) =

∫ l(tk)

0
M̄(l(tk), x; K̂ (tk))ẑ(x, tk)dx

+

∫ l(tk)

0
N̄(l(tk), x; K̂ (tk))ŵ(x, tk)dx + D(l(tk); K̂ (tk))X(tk) (91)

or t ∈ [tk, tk+1), recalling (69) and (72). The triggering times tk
(for integer k ≥ 0) are determined by the ETM in (77), (78). In
(91), ẑ, ŵ are states from the observer (14)–(17), K̂ is the adaptive
update law (63), (64), and X is the ODE measurement. The scalars
l(tk) are the values of the time-varying function l(t), which is
known ahead of time, at the times tk, the functions M̄, N̄ are given
in (70), (71), and D is defined in (59)–(62). The block diagram of
the event-based closed-loop system is shown in Fig. 1.

Lemma 5. For all initial values (α̂(·, 0), η̂(·, 0)) ∈ L2(0, L), X(0) ∈

Rn, md(0) < 0, the event-based target system (52)–(55), (76) is
asymptotically stable in the sense of limt→∞(∥α̂(·, t)∥2

+∥η̂(·, t)∥2
+

|X(t)|2 + |md(t)|) = 0.

Proof. Define q1 = min0≤x≤L{q1(x)}, q′

1 = max0≤x≤L{|q′

1(x)|}, q2 =

in0≤x≤L{q2(x)}, q′

2 = max0≤x≤L{|q′

2(x)|}, q1 = max0≤x≤L{q1(x)},
q2 = max0≤x≤L{q2(x)}, c1 = max0≤x≤L{|c1(x)|}, c4 = max0≤x≤L
{|c4(x)|}.
Step 1: Choose the Lyapunov function as

V (t) = ln (1 +Ω(t) − µmmd(t))+
1
2
K̃ (t)Γc

−1K̃ (t)T (92)

where the terms K̃ (t), md(t) are related to the adaptive law and
ETM. Because of md(t) < 0 (Lemma 3), we have that 1 +Ω(t) −

mmd(t) > 0. According to (66) and (79), we obtain

Φ(t) ≤ Ω(t) ≤ µ Φ(t), (93)
1 2
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ith positive µ1, µ2 as

µ1 =
1
2
min{ra, rbe−δL, λmin(P)}, (94)

2 =
1
2
max{raeδL, rb, λmax(P)}, (95)

here λmin and λmax denote the minimum and maximum eigen-
alues of the corresponding matrix. Taking the derivative of (92)
long (52)–(55) with (76) and (78), and applying the Young and
auchy–Schwarz inequalities, through a process in Appendix D,
e arrive at

˙ (t) ≤
1

1 +Ω(t) − µmmd(t)

[
−

(
7
8
λmin(Q ) − q1(0)rbD̄2

−
1
2
q1(0)2Lrb J̄2 |C |

2
− µmσ − µmκ3D̄2

)
|X(t)|2

−

(
1
2
q2(0)ra − (q1(0)rb + µmκ3)p21 −

8|PB|2

λmin(Q )
− µmκ2

)
η̂(0, t)2

−

[
ra

(
1
2
δq2 − c4 −

1
2
q′

2

)
eδx − µmσ

] ∫ l(t)

0
η̂(x, t)2dx

−

[
1
2
(q1(l(t)) − l̇)rbe−δl(t)

− µmκ1

]
α̂(l(t), t)2

−

[
rb

(
1
2
q1δ − c1 −

1
2

−
q′

1

2

)
e−δx

− µmσ

] ∫ l(t)

0
α̂(x, t)2dx

− ra

∫ l(t)

0
eδxη̂(x, t)

(
˙̂K (t)DK̂ (t)(x; K̂ (t))X(t) +

˙̂K (t)R(x, t)
)
dx

−

(
µmλd −

1
2
(q2 + vm)raeδL

)
d(t)2 + µmηmd(t)

]
(96)

where J̄ = max0≤x≤L{|J(x, 0)|}, D̄ = maxki≤k̂i(t)≤k̄i
|C + p1D(0; K̂ (t))|}, and (76), (63), (64), (53) have been used.

Inserting (82) into (84)–(86) to replace θ by σ
λd
, adding addi-

ional condition

d ≥ 1,

he conditions of the design parameters in adaptive event-
riggered backstepping control systems are summarized as

min{κ1, κ2, κ3} ≥ max{2λa, 2σλp}, (97)

> max
{
2c4 + q′

2

q2
,
2c1 + 1 + q′

1

q1

}
, (98)

b <

7
8λmin(Q )

q1(0)D̄2 +
1
2q1(0)

2LJ̄2 |C |
2 , (99)

a >
2

q2(0)

(
q1(0)rbp21 +

8
λmin(Q )

|PB|2
)
, (100)

µm < min
{

1
σ + κ3D̄2

[
7
8
λmin(Q )

− rb

(
q1(0)D̄2

−
1
2
q1(0)2LJ̄2 |C |

2
)]
,

ra
(

1
2δq2 − c4 −

1
2q

′

2

)
σ

,
rb
(

1
2q1δ − c1 −

1
2 −

1
2q

′

1

)
e−δL

σ
,

1
2q2(0)ra − q1(0)rbp21 −

8
λmin(Q ) |PB|

2

2 ,

κ2 + κ3p1

8

1
2 (q1 − vm)rbe−δL

κ1

}
, (101)

λd ≥ max
{
(q2 + vm)raeδL

2µm
, 1
}
, (102)

θ ≤
σ

λd
, (103)

where σ , η are free parameters. Applying the Young and Cauchy–
Schwarz inequalities, recalling (58), we get

− ra

∫ l(t)

0
eδxη̂(x, t)( ˙̂KDK̂ (t)X(t) +

˙̂KR(x, t))dx

≤ max
i∈{1,...,n}

{γci}
√
nλb(ζp, δ, ra, rb, µm, ḡi)

(
|X(t)|2 + ∥η̂∥2) (104)

here the positive constant λb(ζp, δ, ra, rb, µm, ḡi) > 0 only de-
ends on the plant parameters ζp and the choices of ra, rb, δ, µm
nd ḡi’s. Choosing parameters as (97)–(103) and inserting (104),
he inequality (96) becomes

˙ (t) ≤
1

1 +Ω(t) − µmmd(t)

[
−λc(ζp, ζe, δ, ra, rb, µm, ḡi)

(
|X(t)|2

+ η̂(0, t)2 + ∥η̂(·, t)∥2
+ α̂(l(t), t)2 + ∥α̂(·, t)∥2

+ d(t)2
)

+ µmηmd(t) + max
i∈{1,...,n}

{γci}
√
nλb(|X(t)|2 + ∥η̂(·, t)∥2)

]
,

here the constant λc(ζp, ζe, δ, ra, rb, µm, ḡi) > 0 only depends
n the plant parameters ζp, the design parameters ḡi’s in Am, the

event-triggering mechanism parameters ζe, and δ, ra, rb, µm in
the adaptive law parameters. The coefficients γci are independent
of λb and λc . Choose maxi∈{1,...,n}{γci} to satisfy

max
i∈{1,...,n}

{γci} <
λc(ζp, ζe, δ, ra, rb, µm, ḡi)
√
nλb(ζp, δ, ra, rb, µm, ḡi)

. (105)

inally, we arrive at

˙ (t) ≤
−min{λ̄c, η}

1 +Ω(t)

(
|X(t)|2 + η̂(0, t)2 + ∥η̂(·, t)∥2

+ d(t)2 + α̂(l(t), t)2 + ∥α̂(·, t)∥2
+ µm|md(t)|

)
≤ 0, (106)

here λ̄c = λc − maxi∈{1,...,n}{γci}
√
nλb > 0, and min{λ̄c, η} is

elated to the convergence rate of the closed-loop system.
tep 2. Boundedness analysis of d

dt |X(t)|
2, d

dt ∥η̂(·, t)∥
2, d

dt ∥α̂(·, t)∥
2,

nd d
dt |md(t)|: According to (106) obtained in Step 1, we thus have

V (t) ≤ V (0), ∀t ≥ 0. One easily gets that |K̃ (t)|
2
, ∥η̂(·, t)∥2,

α̂(·, t)∥2, |X(t)|2, |md(t)| are uniformly bounded, and also Φ(t)
is bounded according to (79). Recalling the invertibility of the
backstepping transformations (37), (38), (50), the boundedness of
the signals ∥ẑ(·, t)∥, ∥ŵ(·, t)∥, |X(t)| is obtained. Therefore, U(t)
is bounded according to (69). It follows that d(t) is bounded via
(74). Taking the time derivative of |X(t)|2, ∥α̂(·, t)∥2, ∥η̂(·, t)∥2,
and |md(t)| along (52)–(56), (78), we obtain
d
dt

|X̂(t)|
2

= 2XT (t)(AmX(t) + Bη̂(0, t) − BK̃X(t)), (107)
d
dt

∥η̂(·, t)∥2
= (q2(l(t)) + l̇(t))d(t)2 − q2(0)η̂(0, t)2

−

∫ l(t)

0
(q′

2(x) − 2c4(x))η̂(x, t)2dx

+ 2
∫ l(t)

0
η̂(x, t)

[
D(x; K̂ (t))BK̃ (t)

−
˙̂K (t)DK̂ (t)(x; K̂ (t))X(t) −

˙̂K (t)R(x, t)
]
dx, (108)

d
∥α̂(·, t)∥2

= −(q1(l(t)) − l̇(t))α̂(l(t), t)2 + q1(0)α̂(0, t)2
dt
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Fig. 2. A determination sequence of all design parameters under the cascaded conditions (97)–(103), (105) in the proposed adaptive event-triggered control system.
2
c
t
g
L
i
3
i
A
i

c
d
o
t

+

∫ l(t)

0
(q′

1(x) + 2c1(x))α̂(x, t)2dx

− 2
∫ l(t)

0
α̂(x, t)J(x, 0)q1(0)CX(t)dx, (109)

d
dt

|md(t)| = ηmd(t) − λdd(t)2 + σΦ(t)

+ κ1α̂(l(t), t)2 + κ2η̂(0, t)2 + κ3α̂(0, t)2, (110)

where the fact md(t) < 0 has been used in (110). Recalling the
boundedness results proved above and (76), (74), (72), (69), we
obtain the boundedness of η̂(l(t), t). We then have that η̂(0, t)
is bounded as a result of the transport PDE (55), with recalling
the boundedness of ˙̂K in (123) in Appendix A. The signal α̂(0, t)
is bounded as well due to (53), and then α̂(l(t), t) is bounded
as a result of the transport PDE (54). Therefore, by applying
the Young and Cauchy–Schwarz inequalities to (107)–(110), with
the boundedness of l̇(t) in Assumption 3, we get that d

dt |X(t)|
2,

d
dt ∥η̂(·, t)∥

2, d
dt ∥α̂(·, t)∥

2, and d
dt |md(t)| are uniformly bounded.

Finally, integrating (106) obtained in Step 1 from 0 to ∞, it fol-
lows that |X(t)|2, ∥α̂(·, t)∥2, ∥η̂(·, t)∥2, and |md(t)| are integrable.
Then using the results obtained in Steps 1 and 2, according to
Barbalat’s Lemma, we have that |X(t)|2, ∥α̂(·, t)∥2, ∥η̂(·, t)∥2, and
|md(t)| tend to zero as t → ∞. ■

The following theorem establishes that, in the closed-loop sys-
tem, no Zeno phenomenon takes place, namely that limk→∞ tk =

+∞, and the states and the control signal are convergent to zero.
The well-posedness of the event-based closed-loop system can
be studied in a similar manner as in the proof of property 1) of
Theorem 1 in Wang and Krstic (2021).

Theorem 1. For all initial values (z(·, 0), w(·, 0)) ∈ L2(0, L), X(0) ∈

Rn, (ẑ(·, 0), ŵ(·, 0)) ∈ L2(0, L), and md(0) < 0, with the design
parameters satisfying (97)–(103), (105), the closed-loop system,
i.e., the plant (1)–(5) with the proposed observer-based adaptive
event-triggered controller (91), which consists of the observer (14)–
(17), the adaptive update law (63), (64), and the ETM (77), (78), has
the following properties:
1) There exits a positive constant Tmin which only depends on the
parameters of the plant and the choices of the design parameters
such that mink≥0{tk+1 − tk} ≥ Tmin.
2) In the closed-loop system the states are asymptotically convergent
to zero in the sense of

lim
t→∞

(|X(t)|2 + ∥z(·, t)∥2
+ ∥w(·, t)∥2

+ ∥ẑ(·, t)∥2
+ ∥ŵ(·, t)∥2

+ |md(t)|) = 0. (111)

3) The adaptive event-triggered control signal is convergent to zero,
i.e., limt→∞ Ud(t) = 0.

Proof. 1) Recalling Lemma 4, property 1) is obtained.
 o

9

Fig. 3. Mining cable elevator with viscoelastic guideways.

) Recalling the asymptotic stability result proved in Lemma 5,
onsidering the invertibility and continuity of the backstepping
ransformations (37), (38), (50), we obtain the asymptotic conver-
ence to zero of ∥ẑ(·, t)∥2

+∥ŵ(·, t)∥2
+|X(t)|2+|md(t)|. Recalling

emma 1 and (18), applying the separation principle, property 2)
s obtained.
) Recalling (69) and property 2), we have that the continuous-
n-time control signal U(t) is asymptotically convergent to zero.
ccording to the definition (72) and property 1), then property 3)
s obtained. ■

Conditions on all the control parameters (97)–(103), (105) are
ascaded rather than being mutually dependent. A sequence of
etermining these parameters is shown in Fig. 2. The choices
f these parameters ensure the existence of a minimal dwell-
ime and the asymptotical stability of the closed-loop system. The
ptimal choices of these parameters are not studied in this paper.



J. Wang and M. Krstic Automatica 129 (2021) 109637

7

7

c
a
l

ρ

M

w
t
a
t
T
l
c
t
T
c
i
o
(

c

A

F
(
t
a

w

c
f
c
l

. Application in the flexible-guide mining cable elevator

.1. Simulation model

The prominent characteristic of a mining cable elevator is
aptured as a load-moving cable system, where the control input
nd the payload are at the two boundaries of the cable whose
ength is time-varying, and its dynamics are

utt = T (x)uxx(x, t) + T ′(x)ux(x, t) − c̄ut (x, t), (112)

cutt (0, t) = −kcu(0, t) − cdut (0, t) + T (0)ux(0, t), (113)

− T (l(t))ux(l(t), t) = U(t) (114)

here u(x, t) denotes the lateral vibration displacements along
he cable shown in Fig. 3, and x ∈ [0, l(t)] are the positions
long the cable in a moving coordinate system associated with
he motion l(t), whose origin is located at the cage. The function
(x) = Mcg+xρg is the static tension along the cable and ρ is the
inear density of the cable. The constant c̄ is the material damping
oefficient of the cable. The values of the physical parameters of
he mining cable elevator tested in the simulation are shown in
able 1, which are taken from Wang, Pi, and Krstic (2018). The
onstants kc, cd are the unknown equivalent stiffness and damp-
ng coefficients of the viscoelastic guide. The modeling process
f (112)–(114) refers to Canbolat, Dawson, Rahn, and Nagarkatti
1998). Through applying the Riemann transformations

z(x, t) = ut (x, t) −

√
T (x)
ρ

ux(x, t), (115)

w(x, t) = ut (x, t) +

√
T (x)
ρ

ux(x, t), (116)

and defining X(t) = [x1(t), x2(t)]T = [u(0, t), ut (0, t)]T which
physically means the lateral displacement and velocity of the
cage, (112)–(114) is converted into a 2 × 2 coupled transported
PDE–ODE model in the form of (1)–(5) with the following coeffi-
cients:

q1(x) = q2(x) =

√
T (x)
ρ
, c1(x) = c3(x) =

−c̄
2ρ

−
T ′(x)

4
√
ρT (x)

, (117)

2(x) = c4(x) =
−c̄
2ρ

+
T ′(x)

4
√
ρT (x)

, p1 = −1, (118)

=
1
Mc

[
0 Mc

−kc −cd −
√
Mcρg

]
, B =

[
0√
ρg
Mc

]
, C = [0, 2].

(119)

or the lateral vibration model of the mining cable elevator (112)–
114) with the Riemann transformations (115), (116), the condi-
ion of the controlled boundary in (1)–(5) should have a simple
ugmentation, as follows:

(l(t), t) = −
2

√
ρT (l(t))

U(t) + z(l(t), t). (120)

The proximal reflection term z(l(t), t) can be canceled at the
drum (see Figure 1 (a) in Wang, Koga, et al. (2018)), so in the
simulation, we consider the controlled boundary as (5), where
the designed control input, based on (1)–(5) with the above
coefficients (117)–(119), should be multiplied by −

√
ρT (l(t))
2 to

onvert the input signal computed based on (5) into the control
orce at the head sheave in the mining cable elevator, i.e., into the
ontrol signal U(t) in (120). In the practical mining cable elevator,
(t) is obtained by the product of the radius and the angular
displacement of the rotating drum driving the cable, where the
10
Table 1
Physical parameters of the descending mining cable elevator.
Parameters (units) Values

Initial length L0 (m) 300
Final length (m) 2460
Cable linear density ρ (kg/m) 8. 1
Total hoisted mass Mc (kg) 15000
Gravitational acceleration g (m/s2) 9.8
Maximum hoisting velocities v̄max (m/s) 18
Total hoisting time tf (s) 150
Cable material damping coefficient c̄ (N s/m) 0.4

Fig. 4. Time-varying domain l(t) and the according velocity l̇(t).

angular displacement is measured by the angular displacement
sensor at the drum.

In the simulation, the unknown damping and stiffness coeffi-
cients of the flexible guide are set, respectively, as cd = 0.4 and
kc = 1000. The target system matrix of the ODE is set as

Am =

(
0 1

−2.2 −5.8

)
. (121)

The unknown target control parameters k1, k2 are sought online
by the adaptive mechanism, to achieve the target system matrix
Am. The bounds of unknown control parameters k1, k2 in the
adaptive estimates are defined as [−50, 0], [−100, 0]. The time-
varying cable length l(t) and its changing rate l̇(t) are shown in
Fig. 4. The maximum velocity of the moving boundary, i.e., the
maximum hoisting velocity v̄max = 18 m/s, satisfies the limit
of the changing rate of the time-varying domain proposed in
Assumption 3. The initial conditions of the plant (1)–(5) are de-
fined as w(x, 0) = 0.2 sin(2πx/L0), z(x, 0) = 0.4 sin(3πx/L0 +

π
6 ),

x2(0) = 0.5w(0, 0) + 0.5z(0, 0), x1(0) = 0.1. The initial value
md(0) in the ETM is chosen as −0.03.

7.2. Simulation results

The design parameters in the proposed adaptive event-based
control system are shown in Table 2. According to the system
matrix, the input matrix in (119) and the target system matrix
Am in (121), we know that the ideal control parameters k1, k2
are −31.3,-78.2 respectively. Fig. 5 shows our adaptive design can
online adjust the control parameters k̂1(t), k̂2(t) to approach the
ideal values. It often happens in the adaptive control that even
though the estimates do not exactly arrive at their actual values,
the state convergence is achieved in the closed-loop system,
which can be seen shortly. The proposed adaptive event-based
control input and the continuous-in-time adaptive control input
are shown in Fig. 6. The internal dynamic variable md(t) in the
ETM is shown in Fig. 7. The PDE states used in the control law
are from the observer (14)–(17), and the observer error is shown
in Fig. 8, where we can see that observer errors at the midpoint
of the time-varying spatial domain are convergent to zero after
t = 6.4s.
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Table 2
Parameters of the proposed adaptive event-based control system.
Parameters Values

In adaptive update law γc1 = 0.95, γc2 = 0.46, δ = 3, rb = 0.06, ra = 4, µm = 0.00002
In ETM θ = 0.118, η = 41, λd = 1.3, σ = 0.5, κ1 = κ2 = κ3 = 4
Fig. 5. Self-tuned control gains k̂1, k̂2 , whose target values are k1 = −31.3, k2 =

78.2.

Fig. 6. Adaptive event-based control input and the continuous-in-time adaptive
control input.

Fig. 7. Dynamic internal variable md(t) in ETM.

The responses of the PDE states and the ODE state are shown
n Figs. 9–12, where the proposed controller can quickly suppress
o zero the oscillations appearing in the open-loop system. The
act that oscillation amplitude decreases in the open-loop system
s due to the fact that material damping of the cable is considered
n the simulation. Figs. 9 and 10 show that the PDE states at the
idpoint of the time-varying spatial domain are reduced to zero.
igs. 11, 12 show that the responses of the ODE state X(t) =

x1(t), x2(t)]T , which physically represent the displacement and
elocity of the lateral vibrations of the cage moving along flexible
uideways, are suppressed to zero under the proposed controller.
11
Fig. 8. Observer errors at the midpoint of the time-varying spatial domain.

Fig. 9. Responses of w
( l(t)

2 , t
)
.

Fig. 10. Responses of z
( l(t)

2 , t
)
.

Fig. 11. Responses of x1(t).
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r

Fig. 12. Responses of x2(t).

Fig. 13. Time evolution of the norm (∥ut (·, t)∥2
+∥ux(·, t)∥2)

1
2 which physically

eflects the vibration energy of the cable modeled by (112)–(114).

Representing the responses of z(x, t), w(x, t) in the original ca-
ble model (112)–(114) using (115), (116) as the norm
(∥ut (·, t)∥2

+ ∥ux(·, t)∥2)
1
2 , which physically represents the vi-

bration energy of the cable, a comparison of the performance of
the proposed controller with the performance of a traditional PD
controller Upd(t) = 2x1(t) + 1.2x2(t), where the PD parameters
are chosen by trial and error over many tests, is shown in Fig. 13.
From the comparison we observe that both controllers reduce the
vibrations compared with the result without control. Even though
the vibration energy under the proposed controller is larger at the
beginning, which is due to the fact that the self-tuned control
gains k̂1, k̂2 start to search for the target values from bad initial
values of zero (see Fig. 5), the proposed controller reduces the
vibration energy to a much smaller range around zero as time
goes on.

8. Conclusion and future work

We propose an observer-based adaptive event-triggered
boundary control of 2 × 2 coupled hyperbolic PDEs with
spatially-varying coefficients and on a time-varying domain,
whose uncontrolled boundary is coupled by a highly uncertain
ODE. The control parameters can be self-tuned online to adjust
the ODE system matrix with a high uncertainty, to a given target
system matrix in the closed-loop system. The absence of a Zeno
behavior and the asymptotic stability of the closed-loop system
are proved. In numerical simulation, the proposed controller is
applied in a mining cable elevator, which is representative of the
load-moving cable systems, to suppress lateral vibrations during
driving a cage moving along flexible guideways. In future work,
the hydraulic actuator dynamics and external disturbances which
often appear in practice will be incorporated into the control
design. The optimal choices of the design parameters will also be
studied.
12
Appendix A. Proof of Lemma 2

The following notation is used: M̄l(t)(l(t), x; K̂ (t)) =

∂M̄(l(t),x;K̂ (t))
∂ l(t) . Because of U̇d = 0 for t ∈ (tk, tk+1), recalling (74),

taking the time derivative along (13)–(17), we obtain

ḋ(t)2 = U̇(t)2 =

[(
l̇(t) − q1(l(t))

)
M̄(l(t), l(t), K̂ (t))ẑ(l(t), t)

+ M̄(l(t), 0; K̂ (t))q1(0)ẑ(0, t)

+
(
q2(l(t)) + l̇(t)

)
N̄(l(t), l(t), K̂ (t))ŵ(l(t), t)

+

(
D(l(t); K̂ (t))B − N̄(l(t), 0; K̂ (t))q2(0)

)
ŵ(0, t)

+

(
˙̂K (t)DK̂ (t)(l(t); K̂ (t)) + l̇(t)D′(l(t); K̂ (t)) + D(l(t); K̂ (t))A

)
X(t)

+

∫ l(t)

0

(
(M̄(l(t), x; K̂ (t))q1(x))′ + M̄(l(t), x; K̂ (t))c1(x)

+ N̄(l(t), x; K̂ (t))c3(x) + l̇(t)M̄l(t)(l(t), x; K̂ (t))

+
˙̂K (t)M̄K̂ (t)(l(t), x; K̂ (t))

)
ẑ(x, t)dx

+

∫ l(t)

0

(
N̄(l(t), x; K̂ (t))c4(x) − (N̄(l(t), x; K̂ (t))q2(x))′

+
˙̂K (t)N̄K̂ (t)(l(t), x; K̂ (t)) + M̄(l(t), x; K̂ (t))c2(x)

+ l̇(t)N̄l(t)(x, l(t), K̂ (t))
)
ŵ(x, t)dx

]2
≤ λ0(ζp, ḡi)

[
ŵ(l(t), t)2 + ẑ(l(t), t)2 + ŵ(0, t)2 + ẑ(0, t)2

+ m3(ζp, ζa, ḡi)∥ẑ(·, t)∥2
+ m3(ζp, ζa, ḡi)∥ŵ(·, t)∥2

+ m3(ζp, ζa, ḡi)|X(t)|2
]
, (122)

t ∈ (tk, tk+1), for some positive λ0, which depends only on the
plant parameters ζp and design parameters ḡi’s (the bounds of all
kernels depend on the plant parameters ζp, and the bounds of
K̂ (t) depend on the bounds of the unknown parameters gi’s in A
and the design parameters ḡi’s in Am, as mentioned in Section 2).
According to (63), (64), we know that⏐⏐⏐ ˙̂K (t)⏐⏐⏐2 ≤ m3(ζp, ζa, ḡi) (123)

where m3 is a positive constant dependent only on the plant
parameters ζp, the adaptive law parameters ζa, and the design
parameters ḡi’s in Am. (In this paper a constant followed by (·)
denotes that a constant that depends only on the parameters
in the parentheses, as in (123).) Recalling the invertibility of
the backstepping transformations (ẑ, ŵ, X(t)) ↔ (α̂, η̂, X(t)),
inserting (76), then (81) is obtained. The proof is complete.

Appendix B. Proof of Lemma 3

According to (77), events are triggered to guarantee,

d(t)2 ≤ θΦ(t) − md(t). (124)

Inserting (124) into (78), one obtains

ṁd(t) ≤ −(η + λd)md(t) + (λdθ − σ )Φ(t) − κ1α̂(l(t), t)2

− κ2η̂(0, t)2 − κ3α̂(0, t)2

≤ −(η + λd)md(t) − κ1α̂(l(t), t)2

− κ2η̂(0, t)2 − κ3α̂(0, t)2, t ≥ 0 (125)

with using (82). Hence, by md(0) < 0, we conclude that md(t) <
0. The proof is complete.
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ppendix C. Calculation of (87)

Taking the derivative of (83), using Lemma 2, and inserting
he following inequality

Φ̇(t) ≤µ0(ζp, ζa, ḡi)Φ(t) + λp(ζp)[α̂(l(t), t)2

+ η̂(0, t)2 + d(t)2 + α̂(0, t)2] (126)

which is obtained by taking the derivative of Φ(t) along (52)–
56) for all t ∈ [t∗, tk+1] and recalling the boundedness of
K̃ (t) (specifically, |K̃ (t)| ≤

√
n × maxi∈{1,...,n}(|ki − ki|)) and the

ound on ˙̂K (t) in (123), where the constant µ0(ζp, ζa, ḡi) > 0
n (126) only depends on the plant parameters ζp, adaptive law
arameters ζa, and the design parameters ḡi’s, and where the
onstant λp(ζp) > 0 in the same inequality only depends on the
lant parameters ζp, we get

˙ (t) =
(2d(t)ḋ(t) +

1
2 ṁd(t))

θΦ(t) −
1
2md(t)

−
(θΦ̇(t) −

1
2 ṁd(t))

θΦ(t) −
1
2md(t)

ψ(t)

≤
1

θΦ(t) −
1
2md(t)

[
λa

(
d(t)2 + α̂(l(t), t)2 + η̂(0, t)2

+ α̂(0, t)2 + m3(ζp, ζa, ḡi)∥α̂(·, t)∥2
+ m3(ζp, ζa, ḡi)∥η̂(·, t)∥2

+ m3(ζp, ζa, ḡi)|X(t)|2
)

+ d(t)2 +
1
2
ṁd(t)

]
−

1
θΦ(t) −

1
2md(t)

[
θ

(
−µ0(ζp, ζa, ḡi)Φ(t) − λpα̂(l(t), t)2

− λpη̂(0, t)2 − λpd(t)2 − λpα̂(0, t)2
)

−
1
2
ṁd(t)

]
ψ(t).

Inserting (78) to rewrite ṁd(t), recalling (79), applying (84)–(86),
we obtain that

ψ̇(t) ≤
1

θΦ(t) −
1
2md(t)

[(
λa + 1 +

1
2
λd

)
d(t)2

+ λa(ζp, ḡi)m3(ζp, ζa, ḡi)Φ(t) −
1
2
ηmd(t)

]
−

1
θΦ(t) −

1
2md(t)

[
−

(
θµ0(ζp, ζa, ḡi) −

1
2
σ

)
Φ(t)

−

(
θλp +

1
2
λd

)
d(t)2 +

1
2
ηmd(t)

]
ψ(t). (127)

Applying, in (127), the following inequalities −
1
2 ηmd(t)

θΦ(t)− 1
2md(t)

≤

−
1
2 ηmd(t)

−
1
2md(t)

= η, Φ(t)
θΦ(t)− 1

2md(t)
≤

Φ(t)
θΦ(t) =

1
θ
, d(t)2

θΦ(t)− 1
2md(t)

=

d(t)2+
1
2md(t)−

1
2md(t)

θΦ(t)− 1
2md(t)

≤ ψ(t) + 1, which hold because of md(t) < 0,
hen (87) is obtained.

ppendix D. Calculation of (96)

Taking the derivative of (92) along (52)–(55), employing (66),
67), (76), (78), and applying ˙̃K (t) = −

˙̂K (t), we obtain

˙ (t) =
1

1 +Ω(t) − µmmd(t)

[
−XT (t)QX(t) + 2XTPBη̂(0, t)

+
l̇(t)
2

rbe−δl(t)α̂(l(t), t)2 +
1
2
(q2(l(t)) + l̇(t))raeδl(t)η̂(l(t), t)2

−
1
2
q2(0)raη̂(0, t)2 −

1
2
δra

∫ l(t)

0
eδxq2(x)η̂(x, t)2dx

−
1
ra

∫ l(t)

eδxq2′(x)η̂(x, t)2dx + ra

∫ l(t)

c4(x)eδxη̂(x, t)2dx
2 0 0

13
−
1
2
q1(l(t))rbe−δl(t)α̂(l(t), t)2 +

1
2
q1(0)rbα̂(0, t)2

−
1
2
δrb

∫ l(t)

0
e−δxq1(x)α̂(x, t)2dx

+
1
2
rb

∫ l(t)

0
e−δxq′

1(x)α̂(x, t)
2dx + rb

∫ l(t)

0
c1(x)e−δxα̂(x, t)2dx

− ra

∫ l(t)

0
eδxη̂(x, t)

(
˙̂K (t)DK̂ (t)X(t) +

˙̂KR(x, t)
)
dx

− rb

∫ l(t)

0
e−δxα̂(x, t)J(x, 0)q1(0)CX(t)dx

+ µmηmd(t) − µmλdd(t)2 + µmσΦ(t)

+ µmκ1α̂(l(t), t)2 + µmκ2η̂(0, t)2 + µmκ3α̂(0, t)2
]

− K̃ (t)
[
Γc

−1 ˙̂K (t)T +
1

1 +Ω(t) − µmmd(t)
×

(
2X(t)BTPX(t)

− ra

∫ l(t)

0
eδxη̂(x, t)X(t)BTD(x; K̂ (t))Tdx

)]
. (128)

nserting the adaptive laws (63), (64) into (128), recalling
53), (76), and (79), applying the Young and Cauchy–Schwarz
nequalities, (96) is obtained.
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